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INTRODUCTION 



Neural Information Processing Group 

ÅEºtvºs Lor§nd University, Hungary 

ÅMultidisciplinary team 

ÅInterested in machine learning and applications 

ÅHuman-computer collaboration 

ÅComputer vision 

ÅNatural language processing 

ÅCollaborating with the German Research Center for Artificial Intelligence 

(DFKI) 

ÅCollaborating with the Hungarian Bliss Foundation 

 



Our goals in AAC 

ÅMobile applications 

ÅHead and eye tracking 

ÅFacilitating symbol-based communication 



TECHNOLOGY 



Eye tracking glasses 

Eye Tracking Glasses by SensoMotoric Instruments GmbH 

http://www.eyetracking-glasses.com/ 



Head mounted display 

AiRScouter Head Mounted Display by Brother Industries 

http://www.brother.co.uk/g3.cfm/s_page/888150 



Motion Processing Unit 

MPU-9150 Motion Processing Unit by InvenSense Inc. 

http://www.invensense.com/mems/gyro/mpu9150.html  



HMD with motion sensor and camera 

BT-200 BT-100 
Epson Moverio 

http://www.epson.com/cgi-bin/Store/jsp/Landing/moverio-bt-200-smart-glasses.do 

Plus MPU 

MPU and camera are included 



EXPERIMENTS 



Participants 

Both 

ÅHave cerebral palsy 

ÅNon-speaking, speech 

understanding 

ÅSevere movement 

disorders 

Participant A 

ÅNot confident in the active role 

ÅUses PCS 

Participant Z 

ÅConfident āspeakerô 

ÅUses Bliss symbols 



Eye tracking scenario 

ÅFood buying situation 

ÅCommunication board 

ÅA2 sized paper 

Å24 symbols 

ÅItems in the shop are labeled 

ÅEye tracking glasses with forward-
looking camera 

ÅIdea 

ÅText under looked symbol is recognized 

ÅSpeech is produced 

ÅIn practiceé 

ÅA person read out loud the text 

 



Baseline 1: Touchscreen scenario 

ÅCommunication board 

Å10ò tablet 

Å24 symbols (1.5 x 1.5 cm) 

ÅSymbols in 2 rows (the participant could 

not reach the top) 

 

 

ÅScenario 

ÅThe participant described an 
object 

ÅTouch positions marked with red 

ÅThe partner tried to determine the 
intended symbol 

 

 



Baseline 2: Joystick scenario 

ÅCommunication board 

Å17ò laptop screen 

Å24 symbols 

ÅJoystick 

ÅRelative movement control 

ÅButton press to place red mark 

ÅScenario 

ÅDescribe an object 

 

 



Results 

Method Words (correct/total) Accuracy Mean response time 

(s) 

Eye tracking 40/44 91% 6.4 

Touchscreen 27/32 84% 8.1 

Joystick 21/21 100% 11.9 

ÅParticipant A 
ÅThe resulting dialog was ambiguous 

ÅCould not be evaluated numerically 

ÅParticipant Z 
ÅSuccessful communication 

ÅNumeric results below 

 

 

ÅEye tracking worked well 
ÅModerately accurate 

ÅFastest method 

 



HEAD TRACKING 



Head tracking 

ÅAnother input method we are 

experimenting with 

ÅUsually simpler and cheaper than 

eye tracking 

ÅThe two approaches can be used 

together 

ÅScrolling with head movements, selecting 

with eye movements 

ÅHead gestures to initiate recalibration of 

the eye tracker 

ÅFacial expressions can be 

recognized 

 


