Competitive spiking and indirect entropy minimization of rate code: Efficient search for hidden components
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Abstract

Our motivation, which originates from the psychological and physiological evidences of component-based representations in the brain, is to find neural methods that can efficiently search for structures. Here, an architecture made of coupled parallel working reconstruction subnetworks is presented. Each subnetwork utilizes non-negativity constraint on the generative weights and on the internal representation. 'Spikes' are generated within subnetworks via winner take all mechanism. Memory components are modified in order to directly minimize the reconstruction error and to indirectly minimize the entropy of the spike rate distribution, via a combination of a stochastic gradient search and a novel tuning method. This tuning dynamically changes the learning rate: the higher the entropy of the spike rate, the higher the learning rate of the gradient search in the subnetworks. This method effectively reduces the search space and increases the escape probability from high entropy local minima. We demonstrate that one subnetwork can develop localized and oriented components. Coupled networks can discover and sort components into the subnetworks; a problem subject to combinatorial explosion. Synergy between spike code and rate code is discussed.
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1. Introduction

There is a serious gap in our understanding of how information in the brain is encoded. Among others, it has been proposed that information could be carried by (i) temporally distributed ‘spike codes’, (ii) ‘rate codes’ with noise reduction capabilities or (iii) ‘population codes’ [1] that encode features in a spatially distributed manner. From the point of view of computational potential, spike code [2-5] has become one of the favorites in modelling. Spike code allows for fast and efficient information transmission [6], but it is sensitive to temporal perturbations: timing and the number of spikes produced by a single cortical neuron show substantial variability [7,8]. The impact of this variability on information transmission can be decreased by rate coding, a coding strategy that is supported both theoretically [9-12] and experimentally [13-15,8].

In this paper a reconstruction neural network model is introduced, which demonstrates the appealing joined features of spike coding and rate coding. The subject of our work is to find efficient and biologically plausible mechanisms that search for structure and the components of the structure in the input data and are able to develop efficient sparse representation. Our motivation comes from recent theoretical models on neocortical processing (see e.g., [16,17]) which claim that sensory processing may be based on reconstruction networks in which temporal integration takes place at the internal (hidden) representation. Thus, it follows that the internal representation of memory components can develop rate code. Another hint of component formation is provided by a theory of human visual...
recognition [18] claiming that recognition works through the recognition of the components. Now, there is a growing number of experimental and theoretical evidences in support of the claim that sensory information is compressed into components as follows: the actual sensory information is represented by a small portion of the neurons, i.e., the code is sparse, and the individual neurons represent different components of the input. Different inputs correspond to different combinations of the components, that is, the code is factorial. For example, in the primary visual cortex, receptive fields of neurons can be reproduced by independent component analysis [19–21] (for a recent review, see e.g., [22]). Other type of factorizations, which are subject to the constraint of non-negativity on neuronal activities as well as on synaptic weights have also been suggested in the literature [23,24]. Such non-negative factorization seems to fit the neuronal properties in the inferotemporal cortex. Here, neurons are mostly selective for moderately complex object features [25] and complex objects are represented by the combinations of columns [26]. Also, neurons show greater sensitivity to non-accidental (i.e., component-like) than to metric (e.g., volumetric) shape differences [27]. In our studies, we applied non-negativity constraint both on neural activities and on synaptic weights.

In our model, information is represented by series of spike sets, spikes are selected by a stochastic winner take all mechanism. Rate code—the averaging of spikes in a moving window of time—forms the internal representation. Non-negativity constraints enables to use entropic prior [28] on the internal representation, which prior biases the searches towards components whose activity (in the internal representation) can survive spike rate averaging and, therefore, are smooth.

The paper is organized as follows. The working and encoding of the reconstruction network architecture is described in Section 2. Results of computer simulation on natural images are presented in Section 3. Numerical experiments on structure extraction using coupled networks are also presented in this section. Connections to a sparse coding algorithm and the interpretation of the results are provided in Section 4. Conclusions are drawn in Section 5.

2. Methods

Reconstruction networks, in general, are designed to reconstruct the input by means of an internal representation. Our proposed architecture can include one subnetwork or more than one parallel, independently working, but jointly reconstructing subnetworks (Fig. 1B). In this architecture,

1. a subnetwork is a reconstruction network made of three distinct layers: the internal layer, the reconstruction error layer and the bottom-up processed reconstruction error layer (Fig. 1A),
2. computations in subnetworks is subject to non-negativity constraint, and
3. learning in subnetworks is biased to costs and priors that minimize the reconstruction error and (indirectly) the entropy of the internal representation, respectively.

Let \( x(t) = (x_1(t), \ldots, x_n(t)) \in \mathbb{R}_+^n \) denote the input and \( y(t, \tau) \in \mathbb{R}_+^n \) the reconstructed input, where \( \mathbb{R}_+ \) is the set of non-negative real numbers, \( t \) and \( \tau \) denote the \( t \)th input and the \( \tau \)th internal iteration cycle within a subnetwork, respectively. When it is not confusing, indices \( t \) and \( \tau \) will be neglected. The input \( x \) is approximated (reconstructed) by the internal representation \( h(t, \tau) \in \mathbb{R}_+^n \) and the top-down (TD) generative transformation matrix \( W(t, \tau) \in \mathbb{R}_+^{n \times n} \) : \( x(t) \approx y(t, \tau) = W(t, \tau)h(t, \tau) \) (Fig. 1A). For simplicity, the transposed form \( W^T \) of the same matrix is used for bottom-up (BU) transformations. The \( r \) columns of TD matrix \( W \) contain the generative weights and are called basis vectors or memory components. Reconstruction error \( e(t, \tau) = x(t) - y(t, \tau) \).

2.1. Forming the internal representation

The BU processed reconstruction error, \( s = W^Te(e \in \mathbb{R}_+^r) \), undergoes non-linear transformation: \( u = f_{WTA}(s) \in \mathbb{R}_+^r \), where \( f_{WTA}(\cdot) \) denotes the stochastic winner take all...
(WTA) function and $u$ is an $r$ dimensional unit vector. Function $f_{\text{WTA}}(\cdot)$ selects a ‘firing unit’ from the exponentiated and normalized probability distribution created from the components of vector $s$

$$p_j = \frac{e^{h_j(x-y)_j}}{\sum e^{h_j(x-y)_j}} = \frac{e^{h_j}}{\sum e^{h_j}}, \quad j = (1,\ldots,r).$$  

(1)

The winning component is set to 1, other components are set to zero. Parameter $\vartheta > 0$ can shape the $p$ probability distribution: $\vartheta = 0$ yields uniform distribution, whereas $\vartheta \gg 1$ ($\vartheta \rightarrow \infty$) approximates the true WTA algorithm (i.e., the largest activity component is the winner).

The new value of the internal representation, $h(t, \tau + 1)$, is computed by moving window averaging of $f_{\text{WTA}}(\cdot)$ outputs that corresponds to temporal integration with exponential kernel in the infinitesimal time step limit:

$$h(t, \tau + 1) = (1 - \alpha) h(t, \tau) + \alpha u(t, \tau + 1).$$  

(2)

Note that $h$—the rate code of $u$—is influenced by the length of the moving window proportional to $1/\alpha$, where $0 < \alpha < 1$.

We make the following remarks:

Remark 1. Replacing the stochastic function $f_{\text{WTA}}(\cdot)$ by the identity operation and for small values of $\alpha$ in Eq. (2), the update of the internal representation approximates

$$\Delta h(t, \tau + 1) = W^T (x(t) - Wh(t, \tau)) = W^T e(t, \tau).$$

It can be shown that in this case and without the entropic prior, the algorithm approximately minimizes the cost function $J = \frac{1}{2} ||x - Wh||^2$.

Remark 2. If the value of $\theta$ is finite, then no matter what the values of vector $s$ are, every $p_j$ is greater than zero.

Remark 3. If the reconstruction error is zero ($e = 0$), then $p_j = p_k$ for all $j, k$ and function $f_{\text{WTA}}(\cdot)$ draws from a uniform distribution.

2.2. Learning of the top-down matrix

For the approximation of the input $x$ and for deriving learning rules for matrix $W$, we have to define a cost function. It is assumed that the reconstruction error has a sparse Cauchy probability distribution: $P(\text{error}) = 1/(n(1 + \text{error}^2))$. Because Cauchy distribution is heavy tailed, it is suitable for modeling constraints of the kind that are found in images (see also [29]). An entropic prior distribution [28] is used to bias the choice of the internal representation vector $h$

$$P(x|W, h) \sim \frac{1}{1 + ||x - Wh||^2},$$  

(3)

$$P(h) \sim \prod_{j=1}^r h_j^{\kappa} = \prod_{j=1}^r e^{\kappa \log(h_j)} = e^{\kappa \sum_{j=1}^r h_j \log(h_j)} = e^{-\kappa H(h)},$$  

(4)

where $\kappa > 0$ is a constant and $H(\cdot)$ denotes the discrete entropy function. Combining Eqs. (3) and (4), one has

$$P(x, h|W) \sim \frac{1}{1 + ||x - Wh||^2} e^{-\kappa H(h)}.$$

(5)

Note, however, that Bayes rule is not applicable here, because the randomness of $h$ is influenced by the stochastic WTA process of Eq. (1). However, assume that the algorithm is applied for fixed $x$. The shorter the internal iteration cycle indexed by $\tau$, the better this assumption is. Assume further that $W$ is also fixed and that the internal representation converges to a stationary stochastic process quickly. Then stochastic process $e = x - Wh$ becomes stationary, too. Because distributions of $e(t)$ and $h(t)$ clearly depend on $W$, the task is to find weight matrix $W$, which is the most probable, provided that (i) distribution of $e(t)$ is the Cauchy distribution and (ii) distribution of $h(t)$ follows the entropic prior. Then the optimization will approach a Cauchy distribution for $e(t)$ and an entropic distribution for $h(t)$. In turn, Eq. (5) has to be maximized or, alternatively, its inverse—which we shall take as our cost function—has to be minimized

$$J_W = (||x - Wh||^2) e^{\alpha H(h)}.$$  

(6)

Note that the additional constant 1 has been removed, but this change has no effect on the minimum of $W$. Gradient descent provides the following update rule for matrix $W$:

$$W(t, \tau + 1) = W(t, \tau) + \gamma e^{\alpha H(h(t, \tau + 1))} (x(t) - W(t, \tau) h(t, \tau)) h(t, \tau + 1)^T,$$

(7)

where $\gamma$ is a constant and corresponds to the usual learning rate. After each upgrade, $W$ is rectified by applying the non-linearity $W_{ij} = \max(0, W_{ij})$ to enforce the non-negativity constraint. The effective learning rate depends on $\gamma$ and on the entropy of the internal representation: $\gamma e^{\alpha H(h(t, \tau + 1))}$. The entropy modulation is influenced by parameter $\kappa$. Matrix $W$ may undergo large modifications for large entropies occurring when values of vector $h$ are of similar magnitude. Fine tuning occurs if the reconstruction error is small and if the entropy is small, i.e., when the $h_i$ values are non-uniform but sparse. In turn, the update will facilitate the network to escape from regions of high entropy internal representations and minimization of the entropy of the internal representation is indirectly comprised into the learning rule of $W$. In our learning procedure, prior knowledge does not affect the direction of tuning but increases or decreases the learning rate dynamically, hereby increases or decreases the exploration time of different domains of the state space.

Another view of the entropic prior says that the prior effectively reduces the search space to regions of low
entropy. The explored search space depends exponentially on the learning rate and the entropic prior may give rise to exponential gains in search time. It might be worth noting that in cases where the gradient of the $J_W$ objective function is either not tractable or not available, one could also use, for example, the following update:

$$W(t, \tau + 1) = W(t, \tau) + \gamma J_{W(t, \tau)} R(t, \tau),$$

where $R(t, \tau)$ is a random matrix of maximal rank and of unit norm. This type of learning makes a biased random search, where regions of lower costs are better explored.

2.3. Learning of top-down matrices for parallel working subnetworks

The full architecture is made of $K$ subnetworks, all of which generate their reconstruction vectors independently (Fig. 1B). The reconstruction process is the only coupling between the subnetworks. Reconstruction vectors are added up: $y = \sum_{i=1}^K W^{(i)} h^{(i)}$, where superscript $i$ denotes the $i$th subnetwork. The formation of the internal representation, $h^{(i)}$, in each subnetwork is as described in Section 2.1. Each subnetwork works on the common reconstruction error vector $e$, which is calculated as previously: it is the difference between input $x$ and reconstructed input $y$. This kind of coupled operation biases the search towards finding additive positive components in the input space. $P(x, h|W)$ of Eq. (5) is modified as follows:

$$P(x, h^{(1)}, \ldots, h^{(K)} | W^{(1)}, \ldots, W^{(K)}) = P(x|W^{(1)}, \ldots, W^{(K)}, h^{(1)}, \ldots, h^{(K)}) P(h^{(1)}, \ldots, h^{(K)}) \sim \frac{1}{1 + \| x - \sum_{i=1}^K W^{(i)} h^{(i)} \|^2} \prod_{i=1}^K P(h^{(i)})$$

$$= \frac{1}{1 + \| x - \sum_{i=1}^K W^{(i)} h^{(i)} \|^2} e^{-\sum_{i=1}^K \sum_{j=1}^K \lambda_{ij} \log (k^{(i)})}$$

$$= \frac{1}{1 + \| x - \sum_{i=1}^K W^{(i)} h^{(i)} \|^2} e^{-\| x \|^2}$$

and we have the following gradient update rule (for the $i$th TD matrix $W^{(i)}$):

$$\Delta W^{(i)} = e^{-\| x \|^2} \left( x - \sum_{j=1}^K W^{(j)} h^{(j)} \right) h^{(i)T}.$$  (9)

Note that in each subnetwork only the corresponding entropy term modulates learning and, in turn, modulation is local: A subnetwork of low entropy may stay stable while others of high entropy may undergo learning. The pseudo code of the algorithm is provided in Fig. 2. The MATLAB source code is available at http://people.inf.elte.hu/botond/structure.

3. Results

3.1. The working of the architecture

The first simulation was designed to demonstrate the working of the architecture on a single network ($K=1$). Every input of the network was a $64(=8 \times 8)$ dimensional vector forming one of the 8 vertical bars of an 8 by 8 square. Applying the learning rule Eq. (7), for TD matrix $W \in \mathbb{R}^{64 \times 8}$, the 8 columns of matrix $W$ learned to represent each of the 8 vertical bars one-by-one. That is, each column of the TD matrix consisted of 56 small valued components and 8 components close to value 1 that formed a vertical bar when rearranged into a square.

In order to reveal the dynamic properties of this network, suppose first, that the test input of the network corresponds to the $i$th column of the TD memory matrix. In this case, the $i$th component of $h$ is ‘excited’ and will ‘fire’ vigorously. (Here, ‘excited’ means that a component of the internal representation is selected by the WTA function with high probability and the output of that component is set to one, i.e., the neuron ‘fires.’) Later, spiking rate decreases and not considering the noise produced by spiking, moving window averaging will converge if the input is steady (Fig. 3A). Spike rate is the largest at presenting of the input and decreases afterwards. This effect—which is barely visible in Fig. 3A—becomes more pronounced for lower $x$ values (Eq. (2)). Components of the internal representation belonging to other columns of the TD matrix ($h_j, j \neq i$) are not necessary for reconstruction but their...
activities do not disappear (Fig. 3B), since firing is maintained by two reasons: (i) the drawing function \( f_{\text{WTA}} \) is non-deterministic, i.e., it draws from a probability distribution and (ii) in case of a small reconstruction error, probabilities \( p_j \) (\( j = 1, \ldots, r \)) are approximately uniformly distributed, i.e., all components have similar chances to fire. Different situation emerges, when the input does not correspond to the TD matrix, i.e., it is not within the subspace of matrix \( W \). Now, all components may contribute to the reconstruction process (Fig. 3C). In this case, firing rates of the elements of internal representation \( h \) may become uniformly distributed. Fig. 3D and E summarize the results: (i) Large (small) amplitude firing rate corresponds to ‘directly’ excited (not excited) internal component (Fig. 3D), whereas (ii) approximately uniformly distributed low firing rates (Fig. 3E) correspond to inputs not represented by TD matrix \( W \).

3.2. Natural input patches

A single subnetwork was tested on a database consisting of natural images available at [http://redwood.ucdavis.edu/bruno/sparsenet.html](http://redwood.ucdavis.edu/bruno/sparsenet.html). The images had been preprocessed by a spatial filter that approximately whitened the data [30]. To avoid the artifacts that could arise for orthogonal grids [30], the pixels of a \( 13 \times 13 \) window, arranged on a hexagonal grid were used for sampling. The values of the sampling points were interpolated from neighboring image pixels of the square grid of the original image. Positive and negative values of each image patch were separated into distinct channels (similarly but not analogously to ON and OFF channels of visual processing) and the representation was doubled to form a \( 2 \times 169 = 338 \) dimensional vector. If one of the ON (OFF) components of the input vector was positive then the corresponding OFF (ON) component was set to zero.

The subnetwork can produce an overcomplete representation, i.e., the number of basis vectors (also called filters) can be greater than the effective dimensionality of the input (see also [31–33,29] and references therein). Fig. 4 shows 289 (>169) combined ON and OFF basis vectors that were developed by the algorithm. Each component of the \( 13 \times 13 = 169 \) dimensional basis vector corresponds to different pixels of the hexagonal grid. For visualization purposes the values of the hexagonal grid are interpolated between the nodes. The sensitive regions of the basis vectors resemble spatial receptive fields of simple cells: They are oriented and localized filters with different spatial frequencies. The three small subfigures of Fig. 4 represent an ‘ON’, the corresponding ‘OFF’ and the combined ‘ON and OFF’ basis vectors (see also [34]). We note that without the entropic prior, the algorithm develops global and noise-like filters because there are many different representations, which can satisfy the constraint of reconstruction.

### Fig. 3. Activity types. Top row: History of activities of different components of the internal representation \( h(t, \tau) \) for the \( r \)th input. The internal representation integrates spikes by exponential kernel moving window method (Eq. (2)). Number of iterations for \( \tau = 130 \). Input for subfigures A and B: the \( r \)th column of matrix \( W \). A (B): the spike rate of the \( r \)th (\( j \neq r \)) component is increasing (decreasing) by time. Input for subfigure (C) is not contained by the columns of matrix \( W \). Bottom row: Values of components of the internal representation \( h(t, \tau) \) at \( \tau = 130 \). D (E): Temporally averaged activities for the \( r \)th input, (not) belonging to the subspace of matrix \( W \).

### Fig. 4. Edge filters. All the 289 filters (basis vectors) developed by a single subsystem on \( 13 \times 13 \) pixel sized natural image patches are presented. The basis vectors are shown by scaling all components of the ON and OFF basis vectors to take minimum value \( 0.5 \) and maximum value \( 0.5 \) that makes all components to take values between \( 0 \) and \( 1 \) to form a proper gray scale. One ‘ON’ and ‘OFF’ pair, together with the corresponding combined ‘ON’−‘OFF’ + 0.5 basis vector is shown at the bottom. Parameter of moving temporal window: \( \alpha = 0.5 \). Multiplier of the entropy: \( \kappa = 2.5 \).
3.3. Structure finding and component sorting

Alike in the previous subsection, a 64 dimensional input space was used, but here each input consisted of two randomly chosen vertical and two randomly chosen horizontal bars. At overlapping pixels, pixel values were added. Two subnetworks ($K = 2$) were used to reconstruct and to learn the bar structure. The corresponding TD matrices are denoted by $W^{(1)}$ and $W^{(2)}$. Clearly, the sparsest representation is gained if one of the TD matrices represents the horizontal bars and the other represents the vertical bars.

In one batch of experiments $\kappa = 0$ and $\vartheta = 20$ were used, i.e., the effect of entropic prior was neglected and the probability distribution of Eq. (1) approximated a perfect maximum selection mechanism. In this case, learning converged to the global minimum in approximately 20% of the experiments, but was trapped in local minima in 80% of the cases. Local minima corresponded to 7:1 or to 6:2 solutions, that is the basis vectors of one TD matrix approximated 7 or 6 horizontal (or vertical) and 1 or 2 vertical (or horizontal) bars. See inset $A_1$ of Fig. 5. Although noise should enable the system to escape from local minima, but still, the system stayed trapped even if the learning time was increased by an order of magnitude.

The situation has changed considerably when the entropic prior was turned on ($\kappa > 0$, Fig. 5 $t = 5000$). In this case, escape from the local minima was successful and a global minimum was found. That is, TD matrices converged to an 8:0 solutions, i.e., only horizontal or vertical bars were represented within subsystems (mark $A_3$ and inset $A_4$ in Fig. 5). The entropic prior increased the magnitude of learning steps for high entropy internal representations and decreased it for low ones. In turn, exploration was coarser (finer) for higher (lower) entropy values. Note that the entropy of the internal representation close to a global minimum (8:0 in this case) is small and it is higher around local minima (e.g., 7:1 or 6:2).

An intriguing finding is that the standard deviation of the reconstruction error drops suddenly when the entropic prior is introduced (Fig. 5A, $t = 5000$). The learned global minimum stayed stable in all of our experiments, because the contribution of the entropic prior became small. In turn, the probability of escaping from the neighborhood of a global minimum is much smaller than the probability of finding one. Thus the entropic prior makes relevant contribution in the discovery of structures. Because of the noisy operation (e.g., Remark 3) columns of TD matrices contain some noise. In order to improve the quality of the basis vectors, one might decrease the learning rate gradually by lowering the value of $\kappa$ or $\gamma$ (inset $A_3$ of Fig. 5) or both. Alternatively, weight sparsification procedure [35,36] could be used, too.

According to the computer runs, finding of a global minimum is sudden (Fig. 6, inset $A_3$) and it occurs with high probability within 10,000 input presentations (Figs. 5B and 6B). The case of soft competition ($\vartheta = 3$) and no contribution from entropic prior ($\kappa = 0$) is depicted in Fig. 6C. Strong modifications of matrix $W$ were observed in this case. Noisy basis vectors resembling to the 8:0 solution emerged after about 30,000 learning steps. 20,000 more learning steps seemed to keep the arrangement that can be characterized as follows: (i) Basis vectors had large noise contents and were controversial. (ii) Visual inspection indicated that the basis vectors did not move out from the neighborhood of the global minimum. (iii) Both the mean and the standard deviation of the reconstruction error stayed very high and were approximately constant over the whole 50,000 time steps that would not allow for detecting a sudden improvement as in Fig. 6A. In turn, gradual decrease of the learning rate could be problematic for this case.

We have also investigated the case, when the internal representation was derived without spiking. Only the gradient descent rule (see Remark 1)
4. Discussion

4.1. Competition based spiking and rate code in reconstruction networks

The relaxation of the internal representation in reconstruction networks can be slow, which fact seems to contradict neurobiology: fast transients in sensory processing suggest feedforward processing [37]. However, reconstruction networks can also be fast, if bottom-up and top-down matrices invert each other [17], because in this case, ‘perfect’ internal representation is formed in one step. Even if this assumption, in general, may not hold, the bottom-up processed information can still be regarded as a good prediction of future internal representation. This is also true if the transient signals are sorted out by a WTA-like mechanism providing temporally separated spikes, because the forefront of a spike train may properly approximate the relaxed representation (see Fig. 3). In the feedforward (bottom-up) part of our proposed reconstruction network, the fast WTA mechanism selects the most relevant part (component) of the input and provides an approximation of it. Therefore, the bottom-up part of the beginning of the reconstruction dynamics approximates fast feedforward signal transmission. Other fast selection methods have also been suggested in the literature. One example is rank order coding [38], which coding utilizes a particular ordering of the components. Our method relaxes the need for such knowledge: prompt decisions can be made by using the exponentiated and normalized bottom-up filtered reconstruction error, i.e., a rough probability estimation.

The model makes use of both spiking and temporal averaging. The network provides internal clues about the quality of internal representation. Such clue could be the entropy of the internal representation or the mean and the standard deviation of the reconstruction error. An intriguing possibility conjectured by the numerical simulations is that spiking operation and rate code are more efficient together in finding structured components. In particular, the indirect entropy minimization of the internal representation biased the search towards components whose activity can survive the time window of rate code. Such long-lived components could not be found without spiking in our numerical studies without the external knowledge of the time of input presentation and the application of a special initialization procedure for each input.

4.2. Discussion of the architecture and the computer simulations

Non-negativity constraint has been applied in our architecture for both the transformation matrices and for the internal representation. Similar constraints have been applied in other works dealing with possible algorithms of information processing in the brain [23,24,39,34].

The architecture executes two main operations, namely working and learning. Working concerns the approximation of the internal representation. A stochastic WTA layer samples the components in every iteration step. The following layer, called rate code layer, executes moving window temporal averaging on WTA spiking and approximates the perfect continuous values of the internal representation. The internal representation produces ‘realistic’ activity patterns: (i) spike generation is not deterministic but stochastic, (ii) an input is described by frequent spiking of a few neurons, and (iii) every neuron produces spikes
over longer time windows (see Fig. 3). Background noise is also present in the system. This noise content is a parameter of the model (φ in Eq. (1)). Strong drive to select the largest activity neuron as the winner of the stochastic WTA operation reduces noise. Energy consumption is limited in our network, because the WTA operation limits firing to a single spike for each subnetwork at each time step. Such limitations may have played an important role in the evolution of computational principles adopted by the nervous system (see e.g., [40] and references therein).

The other operation, i.e., learning, concerns memory component formation, which makes use of the internal representation and the reconstruction error. Our proposed architecture, similarly to other models (see e.g., [41,30,34]) develops localized and oriented filters (memory components) on natural images patches.

In another learning test, two subsystems were used. The question was whether the algorithm can group memory components and generate the lowest entropy 'code'. In a sense, we are looking for computational advantages of columnar organization. Our presumption is that columnar organization may help to overcome combinatorial explosion. Further, we assume that columnar organization is responsible for the discovery of components that serve the 'recognition by components' process [18]. Important support to the ‘recognition by components’ comes from physiology: complex objects are represented by the combinations of columns in the inferotemporal cortex[26]. Our computational observation is that an entropic prior acting on natural images patches.

Neuronal representation that could enforce the entropic prior by Hebbian means is not seen at this moment. However, one might assume that entropic prior is a local effect, acting through, for example, local chemical substances. According to this assumption, the entropic prior acts slowly, which is in full agreement with our rate code assumption that develops the prior. The conjecture that local firing of different neurons makes learning rates higher than the same firing rate but from a single neuron, could be validated or falsified experimentally.

4.3. Relation to sparse coding

The operation executed by one subsystem can be related to the sparse coding algorithm of Olshausen and Field [31]. We have replaced the assumption of normal distribution of the reconstruction error by Cauchy distribution, which is realistic for natural data, and the non-linear sparsifying function by the entropic prior. Now, the probability distribution to be optimized can be written as

\[
P(x, h|W) \sim \frac{1}{1 + \|x - Wh\|^2} e^{-xH(h)}. \quad (11)
\]

The optimal TD matrix of the subsystem (W*) is as follows:

\[
W^* = \arg \max_{w} \left( \frac{1}{1 + \|x - Wh\|^2} e^{-H(h)} \right). \quad (12)
\]

where \((\cdot)_x\) means averaging over \(x\) samples. Eq. (12) is equivalent to

\[
W^* = \arg \min_{w} \left( \min_{h} \{\|x - Wh\|^2\} e^{H(h)} \right). \quad (13)
\]

Olshausen and Field [31] optimizes a similar expression (Eq. (13) in [31]) in two separate phases, one nested inside the other. In the first phase, the objective was minimized with respect to the internal representation for each input, whereas in the second phase, it was decreased by changing the basis vectors through a stochastic gradient algorithm averaged over many inputs. In our case, learning of the basis vectors operated during the relaxation of the internal representation. Another difference is that, here, instead of using a gradient descent algorithm a momentum method was applied to update the internal representation: \(h \leftarrow (1 - \alpha)h + \beta u\) (see Eq. (2)). In turn, our expression for \(W^*\) is

\[
W^* = \arg \min_{w} \left( \min_{h} \{\|x - Wh\|^2\} e^{H(h)} \right).
\]

and the stochastic gradient descent update

\[
W \leftarrow W + \gamma e^{H(h)}(x - Wh)h^T,
\]

which corresponds to our learning rule of Eq. (7) follows. It may be worth noting that averaging concerns all time instants \((t, \tau)\).

Lastly, an important difference is that in our model, explicit sparsification is replaced by an implicit one that dynamically changes the learning rate.
5. Conclusions

A reconstruction network architecture has been proposed for structure finding. It was shown that a subnetwork finds localized and oriented filters on natural images. Moreover, a coupled set of subnetworks discovers low entropy grouping of components, i.e., the components were sorted into subnetworks and structure of them were found. Therefore, the architecture has promised for solving a problem subject to combinatorial explosion. A reconstruction network architecture has been proposed for structure finding. A coupled set of subnetworks was shown to discover low entropy coding. Components of the structure were found and were sorted into subnetworks by the algorithm. Therefore, the architecture has promised for solving combinatorial learning tasks. Our reconstruction model is minimal in the sense that it becomes less effective if any of the following algorithmic components are left out: (i) non-negativity constraint on the memory components as well as on the activities, (ii) local competition, i.e., WTA-like non-linear spiking operation—based on the bottom-up processed reconstruction error—within each subnetwork, and (iii) minimization of the entropy of the spike rate, i.e., of the internal representation. There is a synergy between these algorithmic components: the spiking mechanism selects the most relevant part of the input and the network approximates fast feedforward signal transmission; spikes are temporally averaged enabling rate coding; the tuning of the memory components minimizes the reconstruction error and (indirectly) the entropy of the internal representation. Beyond the demonstration of the synergy of spike and rate codes, a novel contribution of our work is the indirect minimization of the cost function. This can be achieved by modulating the learning rate as the function of the prior knowledge, e.g., the cost function. This simple trick biases the search to more promising regions and may give rise to exponential gains in the searches.
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